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LOCAL MAXIMA OF THE SAMPLE FUNCTIONS

OF THE N-PARAMETER BESSEL PROCESS

*
Madan L. Puri and Lanh Tat Tran

Indiana University, Blocomington

Abstract. 1In this paper we show that almost every sample
function of the N-parameter Bessel process associated with
the N-parameter Wiener process has a local maxima. 1In
addition some properties related to the local maxima are
investigated.

(N)

1. Introduction and Preliminaries. Let W be the

N-parameter Wiener process, that is a real valued Gaussian
N

process with zero means and covariance (sikti) where
i=1
8 =g, 8= (8 ) 8,2l €, 20, 1=1, is, N, Then
i i & i
(N,d) ; . : .
W is to be the process with values in d-dimensional

: d .
Euclidean space R such that each component is an

* Work supported by the Air Force Office of Scientific
Research, A.F.S.C.U.S.A.F., Grant No. AFOSR76-2@@8- | |. |
Reproduction in whole or part permitted for any purpose of
the United States Government.

PBIOVe Ui i3 :> : E !
L 1l ean
lease; ,

2 4 1 A
distributior Uadimited,

Ll




N- parameter Wiener process, the components being

(N, d)

independent. Write W=W for simplicity, and denote

the ith component of W by W' . Define the N-parameter

Bessel process associated with W by
g AL

(1.1) B = ['L W) ]
It is shown that almost every sample function of B

£

has a local maxima. Furthermore some properties related to

the local maxima of Bt are investigated.

* %
As in Orey and Pruitt (1973), our parameter space

! N . N X
is R+ , that is the set of te¢R with all components non-

negative. When dealing with a point t in the parameter

space we sometimes write t = (t t. ) or simply

l, e oy N

(ti> . In case all ti =0, we write t = (0) . For
g = (s, and € =« )y with s. =< €, ;, the interval
£ i i i

s.,ti1 is denoted by aA(s,t) , and by aA(t) in case

s = (0) . Denote by S(s,t) , the symmetric difference of

A(s) and A(t) . Then it is easy to check that if

N . i i :
s,teR_ , the variance of W (t) -~ W (s) is |S(s,t)! where
|~[ denotes the N-dimensional Lebesgue measure. Furthermore,

** Wherever possible, we shall use the notation of Orey and
Pruitt (L9973}




W has continuous sample functions and independent increments.
We denote the increment of W over A(s,t) by W(aA(s,t)).

For further information on W , the reader is referred to
Kitagawa (1951), Chentsov (1956), Yeh (1960,1963a, 1963b), Park,
C. (1969), Park, W. J. (1970), Zimmerman (1972) and Orey

and Pruitt (1973).

Definition 1.1. The sample function B(s,y) has a local

maxima at s if there exists an open set 0O containing s
N
such that O0<CR, and B(t,q <B(s,yp) for all te¢O
We shall need the Orey-Pruitt analogue of the familiar

zero-one law. Let cn be the class of time intervals in

Rf with vertices of the form (ki2-n), ki nonnegative

integers, and having all sides of equal length, and for n>0

each member of Cn is to be a subcube of one in CO . Let

-]
cm i anjo cn ’ and 3[1 o 3(W(A)/L\‘cn ) ’ sm —— nZO d‘n - Thus :;n
is the Borel field generated by the indicated class of random

variables and 3, 1is the smallest Borel field including all

N i
- - s i ke Bl
3, For a subset D of R+ , we put Cn(D) ta-cn, as B} .,

En(D) =g{wla) : 2 ;cn(D)} » 3 (D) = nZO :;n(D) then we have

the following lemma.

Lemma 1.1 (Orey-Pruitt (1973)). Let D < Rf - L TS




with D ‘¢ . LIf A :gm(Dm) for every m , then P(A) ={0,1}

Lemma 1.2. Let ¢ be a nonnegative, nondecreasing,

continuous function defined for large arquments. Then for

almost all « there is an e(») such that for all intervals

A(s,t) with a(s,t)ca((l)) and 'a(s,t)|<c(x) ,
5 -
|W(als,t)) | < lals, &)1 %0 (|als,t) ] )

if and only if

converges.

For the proof of this lemma, see Orey and Pruitt

(1973, page 147).

2. Local Maxima. In this section we prove the main theorem

dealing with the existence of the local maxima of the sample

functions of the Bessel process Bt .




Theorem 2.1. For almost all sample functions of the Bessel

process Bt defined in (1.1), there exists a local maxima.

Proof. Let s be the center of the unit interval U , and let
Cn < U be a cube with center at s , sides parallel to the
coordinate axes and equal to an . Let un and vn be the
smallest and the largest vertex of Cn i.e. closest and

farthest from the origin (0) . Pick Cn with

: n n
mln(ul, L‘&\I) >% .

Consider two points snk and vnk of Rf determined by s;k = L
nk n nk nk n :
v. =Vv. , 8, =%, =2u, for #k where 1l<j <N .
| T : RO St : 4

Let A(r,4) Dbe any interval in U with at least two sides

smaller than an . Define

- : T . .
A, = LW (s™) -wlw > 2a7, wi(s™) - wi( ") s2a7
ni k=1 n n
N ‘ : : : %
B, = AIW1™) -« Win) < -2at, W is™) - W (o) < =23 )
ni k=1 n n
C_. =( inf Wl o9
S tec & ’
n
E . = sup wi < 0]
o teC »
n
F, =0 sup (a2t « (2571 -1)’la”5:
r,?2 €U n




nk

iy Wt . VS - are

The variables Wl(s

normally distributed with mean 0 and variances greater

~-N+
than 4 %a . Thus P(Ani) >3 for some constant 3 .
n

Let {a ! Dbe a sequence of positive numbers with

Pl

a ! 0 and let Dn be the interior of S(un,vn) . Clearly

D 14 as anl 0O . Observe that the event [A

n infinitely

ni

often] ¢ 3°(Dn) . Thus, from Lemma 1.1, it follows that
P(Ani infinitely often) =1
Analogously,
P(Bni infinitely often) =1

Let n>0 . Then by Lemma 1.2, or by the continuity of the

sample functions of W ,

e :
8
Pt Nc, IW_ >nlal as njao
n=n_ i

0
Furthermore,

o
P{AniCni infinitely often] > P{ (A infinitely often) N C_ .17 .

:1 pan M°
=N C.,.]
n=no ni
® i
> PL N c_.Iw >n]]
nen ni- 8
0

Since P[W2'>nj converges to % as na0, by picking n small enough

and then n. large enough, the probability of the last event can

0

be made as close to % as desired.




It is now clear that

PEik .C . LB

r el E .) 1.06.Y= 1 .,
ni ni ni

ni

Also, by Lemma 1.2 and by the independence of the components of W

d
A .C . gk B . " Lpfale )
Pt N ( ni annl J nlEannl) erideg >

Let & eacn where aCn is the boundary of Cn , and let

% = (o), ~.os aley)
where
c(ti) 5 {ti if u2< ti< v?
s otherwise
Observe that pt lies in the interior of Cn . Now consider

events of the form

d
(Y A, Where A _.=8 C F . o B B . -
j=1 ni ni ni ni ni ni ni ni

and note that there are 2d events of this form.

We now claim that

d
(2.1) P{ sup Bt > sup Bt ] N AnicniFniI -
tccg tenc i=1

A slight variation of the proof along the same lines can

be applied to 2d-1 other events. To prove (2.1), let




A

d
(2.2) G. = M A
i=1

e P
B N1 A1
L e b
— bl
(Wi(p)-w () >a 7}
Now

wHe® - whie) 2 whio ety e £

WU tye cos £0) + W Ko le)) 10 (e vtge oonr £))
W (o te.) b £y) + N e (€)))
1021 oo oy N .o ll 2' s ey C garcd

i
W o(e))e cees oty J)ot )

1

Consider the random variable

Wl((c(tl)' o(tj_l), c(tj), Ejerr ooer )

(2.3)

-wi((o(tl). ceer olt, cee E)).

)l t-i
J=1 J

€.
j+l
The variance of this variable is equal to

n n n n n n
(u, + e;) (uj_l+ej_l)|c(tj) —tj\(uj+ @, ) e (0 +

e
17 %541 N °N

where 0 ge?s a It is now easy to see that (2.3) is equal to

n°

i n n n n
W (<ul' “ ey uj_lr O(tj): u . uN>)

j+1°




b n n n n i
-W ’ e 0y . ’ tvl . ’ C LN ) 2 ’
femy Bi-0f Fyr Yo A4 ¥ L
3 : N-1
where L can be decomposed into no more than 2 -1

normally distributed random variables, such that the mean
of each of these random variables is zero and the variance
of each is equal to the N-dimensional Lebesgue measure of

an interval in U with at least two sides smaller than an &

n
Since t::acn - tj is equal to u? or vj and g(tj)==% for some

l<j<N . Therefore

d
BiE . e . e i=1
4= n#Bi" &
However,
d
Bf sup. B. > ‘sgp  B_H N € .1=1
tec? S et

Hence

P{ sup, B_ > sup B |an =1

t€Cn t;acn

where Gn is defined in (2.2).
The proof is now completed. Recall that s was picked
to be the center of U . Actually, s can be chosen to be

any point in UO . The ‘efore, for almost all sample functions

of Bt , the set of local maxima is dense in Rf .

We shall now investigate some properties of the local

maxima of Bt ’




Definition 2.1. The sample function B(.,y) has a strict

local maxima if there exists an open set 0 containing s
N
such that 0cR,_ and B(t,v)<B(s,») for all t<0 .

We have the following theorem.

Theorem 2.2. For almost every sample function of

- N . :
tBt, Ee R+} » all the local maxima are strict and the set of

local maxima is countable.

Proof. Let I and J be two disjoint, closed

- 3 ’ . N ;
intervals in the interior of R+ . We claim that

(2.4) P{sup B _=sup Bt} =0 .
tel teJd
Let I=A(u,v), J=4A(s,t) . Denote the complements of

a(t) and Alv) by [A(t)]* and [&(v)]" . Since I and

J are disjoint intervals, it is clear that
Ca(u)n La(E)Y']T U La(s)nla(v)]']

contains a nondegenerate interval, i.e., an interval with

positive N-dimensional Lebesgue measure. Let I' be any

such interval, and without loss of generality assume that

1' e alu) n LalE)] !




Consider now

P{ sup B_ = sup B,
tel & 10 E
d d
2 SN2 E.2:%
= Pl sup[(wl) + T (Wt) 1% = supl V (Wt) -
ke & =g kel =

:
1 : il , ?
Let W (I') be the increment of W over I' . Sinece

1
w has independent increments, for tzI , we can write

R : e
Wt—Wt WEICER ) =W (1)

such that Wl(I') is independent of Wi - Wl(I’) for all Etel
d g
Also, Wl(I') is independent of supf (Wt)zj since I' c
ted i=1

T I T L T —

Lale)l" .
1 1L 1 e S
Let X =W (I') , T = Wt - W' (I'). For an arbitrary fixed

w » consider

2. 8 i s
(2.5) PLsup{ (X+Y _(y))° + ) (W, ()37
tel i=2
3 . %
= sup! wi(0) %y .
ted i=1

We shall now show that (2.5) equals zero for a fixed w

Consider the function £(x) , defined by

e

f(x) = sup{(x+Y (w))2 +

| 2
(W) (w)) 73" .
e t t

1o

2




Note that f(x) equals the supremum of the distance

from the origin of the set Dx in Rd defined by

d 2 d
= . = i = ) STl =
D, ={zeR : z =y () +x, 2z, Wt(*)' z W

for some £ T} .

It is now easy to see that as x varies from =-= to += ,

the set D, is translated along a vector parallel to a

coordinate axis and so f(X) decreases and then increases as

goes from -o» to +w» . For a fixed w , (2.5) equals
d
-1 - 1 2
(2.6) PLX = £ (sup ;) (W ()]
ted i=1
where f_l is the inverse of £ . It is clear that there
T T
are almost 2 values of f “( sup 2 (W_(x)) ) , and
ted i=1
since X 1is normal random variable, (2.6) equals 0 . Thus,
for each fixed w , (2.5) equals zero. The proof of (2.4)

follows by integrating (2.5) over the probability space.

Consider the set ML sup Bt # sup Btj
tel ted

where the intersection is taken over all intervals I and J
with rational least and largest vertices, i.e., the

coordinates of u,V,s,t are all rational. This set contains

the set of @ such that all local maxima of B(s«,wm) are strict.

Clearly, this set has probablity one.




Countability of the set of local maxima is a

consequence of the following Lemma.

Lemma 2.1. Let f Dbe a continuous, real valued function on

Rf with all local maxima strict. Then £ has countably

many local maxima.

This Lemma is a straightforward generalization of the

univariate case, the proof of which can be found in Freedman

[fallsizag i




(103

£117

REFERENCES

Chentsov, N. N. (1956). Wiener random fields depending
on several parameters. Dokl. Akad. Nauk. SSSR 106, 607-609.

Delporte, J. (1966). Fonctions aléatoires de deux variables
presque surement a echantillons continus sur un domdaine
rectangulaire borne. Z. Wahrscheinlichkeitstheorie und

verw. Gebiete 6,181-205.

Freedman, D. (1971). Brownian motion and diffusion.
Holden Day, San Francisco.

Kitagawa, T. (1951). Analysis of variance applied to
function spaces. Mem. Fac. Sci. Kyushu Univ. Ser. A. 6,
41-53.

Orey, S. and Pruitt, W. E. (1973). Sample functions of
the N-parameter Wiener process. Ann. Prob. 1,138-163.

Park, C. (1969). A generalized Paley-Wiener-2Zygmund
integral and its applications. Proc. Amer. Math. Soc. 23,
388-400.

Park, W. J. (1970). A multiparameter Gaussian process.
Ann. Math. Statist. 41, 1582-1595.

Yeh, J. (1960). Wiener measure in a space of functions of
two variables. Trans. Amer. Math. Soc. 95, 443-450.

Yeh, J. (1963a). Cameron-Martin translation theorems in the
Wiener space of functions of two variables. Trans. Amer.
Math. Soc. 107, 409-420.

Yeh, J. (1963b). Orthogonal developments of functionals
and related theorems in the Wiener space of functions of
two variables. Pacific d. Math. 13, 1427-1436.

Zimmerman, G. (1972). Some sample function properties of
the two-parameter Gaussian process. Ann. Math. Statist. 43,
1235-1246. bty --—1
——— W o e N »
[} [= = o ,'. « ;j, V
8 T = 3 H
& S b 8 - X
- = =
helS £ 3 g




'REPORT DOCUMENTATION PAGE

READ INSTRUCTIONS
BEFORE COMPLETING FORM

REPORT NUMAER

"AFOSR = Td= 77 = 0111

" ]2. GOVT ACCESSION NO.

3.

RECIPIENT'S CATALOG NUMBER

A_TITLE¢ e e o ————
_LOCAL MAXIMA OF THE SAMPLE _FUNCTIONS OF THE f
N PARAMETER BESSEL FROCESS R —

—

TreY

4 Interim /(_'lv/,

. IXRE QE REPORT A PERIOD COVERED -

"7.._ -

— SR leAt S 6. [PERFORMING ORG. a{ﬁplﬁf NUMBER
7. AUTHOR(s) 8. CONTRACT OR GRANT NUMBER(s)
Madan L. /éurl aad Lanh Tag/éran [ AFOSR 76~2927
S. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT PROJECT, TASK
A s ol i AREA & WORK UNIT NUMBERS
Indiana University
Department of Mathematics 61102F 230!:/AS
Bloomington, Indiana 474C1
11. CONTROLLING OFFICE NAME AND ADDORESS / )
Air Force Office of Scientific Research/NM /:' 1977 |/
Bolling AFB, Washington, DC 20332 LA NUMBER O PAGES
1y
14. MONITORING AGENCY NAME & ADDRESS(if different from Controlling Office) 15. SECURITY CLASS. (of this report)
/\ { / UNCLASSIFIED
[ 1Sa. DECLASSIFICATION DOWNGRADING |

SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

/’//:" 5

s ———

-~ -~ ” 'y /

™ WA - [ 7 /

L 4

et v s i

Approved for public release; dlStllbLtlon unlimited

DISTRIBUTION STATEMENT (of the abstract entered in Block 20, if different from Report)

— -

/// A5 &

: : ;li:/(“!

HFEISE

18. SUPPLEMENTARY NOTES

T e A e s s A S g
Vi 7 0

7% 770 211

19. KEY WORDS (Continue on reverse side if necessary and identify ¥ block numtber)
Bessel process
Wienﬂér process
sample functions
zero-one law

local maxima
independent incr

ements

XQ ABSTRACT (Continue on raverse side if necessary and idenatify by block number)

It is proved that almos every sample function of
process has a local maxima. In addition,
maxima are investigated.A

scme properties

the N-Parameter Ressel
selated to the loceal

FORM
DD 1 JAN 73 1473 ECITION OF 1 NOV 65 1S OBSOLETE
ACCTETTN
UNCLASSIEIED — R, —
SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)
.
” » ”~ F
B ~ 4 :
: / / » w M T




